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Abstract: Models of agenda setting are central to the analysis of political institutions. Elaborations of the classical agenda-
setting model of Romer—Rosenthal have long been used to make predictions about policy outcomes and the distribution
of influence among political actors. Although the canonical model is based on complete and perfect information about
preferences and policy outcomes, some extensions relax these assumptions to include uncertainty about preferences and
reversion points. We consider a different type of uncertainty: incomplete knowledge of the mapping between policies and
outcomes. In characterizing the optimal agenda setting under this form of uncertainty, we show that it amends substantively
the implications of the Romer—Rosenthal model. We then extend the model dynamically and show that rich dynamics
emerge under policy uncertainty. Over a longer horizon, we find that agenda control suppresses the incentive of legislators

to experiment with policy, leading to less policy learning and worse outcomes than are socially efficient.

fundamental insight of positive political theory

is that agenda power matters. She who de-

cides what alternatives may be considered has as
much power, if not more, than those who actually choose
among the alternatives. This idea was first formalized
in the classic analysis of school budgets in Oregon in
Romer and Rosenthal (1978). The structure of the model
developed in that paper provided the foundation for a
vast literature that uses formal analysis to understand the
strategy and logic of policymaking.

The Romer—Rosenthal model has come to be known
as the Agenda Setter Model, or, more simply, the Setter
Model. Its structure is parsimonious. Given a status quo
policy, one player—the Proposer—has the opportunity to
suggest an alternative policy to be considered. Another
player, the Voter, may accept or reject, but not amend
that proposal. If she accepts the proposal, it becomes the
new policy. If she rejects it, the status quo remains in
effect. Essentially the Setter Model is a take-it-or-leave-it
game between the Proposer and the Voter played in a
single round.

The elegance in Romer and Rosenthal’s result is that
its simple structure vividly demonstrates the power of
the Proposer over the final outcome despite the Proposer
holding no formal voting power. Beyond the conclusion
that agenda power is valuable, Romer and Rosenthal’s

model reveals several predictions about the exact nature
of this power and how it translates into policy choices
and outcomes. These basic predictions are the building
blocks of a vast formal literature on policymaking.

The Romer—Rosenthal model, as originally con-
ceived and generally applied, supposes a world of cer-
tainty. The Proposer and the Voter both know the set
of policies available to them and understand perfectly
the outcomes each policy produces and how those out-
comes affect their welfare. The assumption of complete
certainty is a useful and sensible modeling tool yet it is
clearly unrealistic. In practice, policy makers face consid-
erable uncertainty about the outcomes that are produced
whenever they change policy.

Our objective is to examine more closely the pre-
dictions of Romer and Rosenthal while relaxing their
assumptions regarding information about the policy
environment. Our results further reinforce their insight
that agenda power is valuable. Yet, we suggest that the
connections between proposal power and policy choices,
outcomes, and the welfare of the players, are richer and
substantively changed by policy uncertainty.

Specifically, we suppose that the legislators know the
full set of available policies but they are unsure as to
which outcome each policy produces. To capture this un-
certainty, we use a recent model introduced in a series
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AGENDA CONTROL UNDER POLICY UNCERTAINTY

of papers by Callander (2008, 2011). This approach uses
the Brownian motion stochastic process to capture pol-
icymaking uncertainty. We describe this model in detail
in the following sections.

Adding uncertainty to the Agenda Setter Model is
not itself novel. The analysis of uncertainty and its role
in economic and political behavior has been the central
to academic research for the past few decades. Our depar-
ture is in focusing on the difficulty of policymaking faced
by all legislators rather than asymmetric uncertainty that
creates a signaling game between the players.!

In a world of policy certainty, the Romer—Rosenthal
model delivers three key insights that follow from the
power of agenda control.

1. Policy change is possible if and only if the status
quo outcome is outside the ideal points of the
legislators.

2. The Proposer does weakly better, and often
strictly better, when the status quo is more
extreme.

3. The Voter does weakly worse, and often strictly
worse, when the status quo is more extreme, al-
though his downside utility is limited.

The first property represents the foundation for the
“gridlock interval.” Policy change happens only when
both legislators agree on which direction to move. The
second and third properties reflect the power of agenda
control. The more extreme the status quo, the more lever-
age the Proposer has, and the better the policy outcome
is for her. As this leverage is over the Voter, the worse out-
come does not benefit the Voter and, in fact, makes him
worse off as the more extreme status quo weakens his
negotiating position. These properties are intuitive and
ingrained throughout the literature on legislative policy-
making. We show, however, that all three properties re-
quire amendment and are occasionally reversed when we
allow for policy uncertainty.

Policy uncertainty alters these predictions because,
as is the case in practice, outcomes are no longer re-
alized with certainty. Uncertainty is costly to legislators
and tempers their preferences. Consequently, legislators

'Such as the canonical model of Gilligan and Krehbiel (1987) in
which the Proposer has better information about the implica-
tions of policy choices than the Voter, or the models with uncer-
tainty about Voter preferences such as Cameron (2000), Grose-
close and McCarty (2001), and Rosenthal and Zame (2022). One
of the few models with symmetric uncertainty is Buisseret and
Bernhardt (2017) where legislators have symmetric uncertainty
about the preferences of future Proposers and Voters. This dy-
namic uncertainty does not affect the predictions of the one-
period model, however.
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are not willing to change policy simply because the sta-
tus quo is not perfect. They are only willing to change
if they can obtain something substantially better so that
the benefit outweighs the risk. This requirement leads to
more inertia in policymaking and, therefore, a gridlock
interval that is wider than the distance between the legis-
lators’ ideal points, thereby changing Property 1 above.

This inertia constrains the ability of the Proposer to
exploit her agenda power. Not only is she able to change
policy less often, but when she does she moves it less than
under policy certainty. That is to say, policy uncertainty
decreases her leverage. In fact, the Proposer’s own distaste
for risk implies that she never moves the expected policy
outcome all the way to her own ideal point, even if un-
constrained by the voter.

The decreased leverage of the Proposer under policy
uncertainty changes the logic of agenda power, altering
the insights from Romer—Rosenthal’s model. With less
leverage, the Proposer benefits less from a more extreme
status quo. Moreover, because more extreme status quos
require bigger policy changes, and because uncertainty
increases in the novelty of a new policy, an increase in
leverage brings an unavoidable cost of risk. We show that
the benefits of leverage are limited and, in fact, quickly
overwhelmed by the costs of uncertainty. For moderate
and extreme status quos, both the Proposer and the Voter
are made worse off as the status quo is made more ex-
treme. Even when leverage offers some benefit, it only
does so for moderately extreme status quos. For more ex-
treme status quos, the utility of both legislators declines
in leverage and does so without bound. This substan-
tively alters Properties 2 and 3 from the classic model.

Despite the canonical status of the Romer—Rosenthal
model, there have been few efforts to directly test its pre-
dictions about optimal proposals and outcomes. An
important exception is Clinton (2012) on Congressional
voting over changes to minimum wage laws.” Clinton
reports two main findings. First, he finds that policy
change occurs far less often than would be predicted by
the gridlock intervals computed from legislative ideal
point estimates. Second, Clinton finds that when policy
changes do occur, they are generally much smaller than

*Minimum wage laws fit the assumptions of our models well.
Economists commonly estimate that the employment effects of
minimum wage increase from changes in state-level minimum
wage laws. But from 1974 to 2021, the median real minimum wage
increase for such changes is only 3.8%. (Author calculations based
on Vaghul and Zipperer (2021)). By contrast, recent calls to raise
the federal minimum wage to $15 per hour would involve more
than doubling the wage in the 20 states for which the current
federal wage binds. Clearly, such a change involves far more un-
certainty than those smaller revisions that form the basis of cur-
rent knowledge.
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those predicted by any agenda-setting model. Specifi-
cally, the new policy outcomes do not move all the way
into the conventional gridlock interval. These findings
align directly with those of our model. To our knowledge,
our model is the only one in the literature that makes
the joint prediction of expanded gridlock intervals and
smaller policy changes.’

We then extend the model to a second period of
policymaking. The second period opens up the op-
portunity for the players to experiment by bargaining
over a first period policy, observe its consequences, and
then bargain over a revision to that policy in a sec-
ond period. The predictions of the two-period Brown-
ian model stand in direct contrast with repeated versions
of the Romer—Rosenthal complete information model
(e.g., Primo 2002) or dynamic models of veto bargain-
ing based on incomplete information about preferences
(Cameron 2000; McCarty 1997). We find that agenda
control sharply reduces the incentives for the agents to
experiment with policy. The suppression of policy exper-
imentation reflects that the agents may disagree about
what constitutes a failed experiment. A good outcome
for one player may be bad for the other. When such dis-
agreement occurs, experimentation stops. Consequently,
when the players have divergent preferences, the prefer-
ences of the multiperiod game converge to those of the
one-shot game.

Agenda Power under Policy
Uncertainty

We consider the classic Setter Model of Romer and
Rosenthal (1978) amended only to include policy uncer-
tainty. After introducing the Setter Model, we describe
our model of policy uncertainty.

The Setter Model

The classic Setter Model is between two legislators: a Pro-
poser (P) and a Voter (V). Both legislators care about
outcomes, and they choose policies that are translated
into outcomes by the mapping, {. The policy space and
the outcome space are both given by the real line, such
that y : R — R, and a policy p produces outcome \( p).

3For example, a model with costly proposal making would predict
an expanded gridlock interval, but would not predict smaller pol-
icy changes conditional on a successful proposal. See the discus-
sion in the section “Costly Policymaking, Increasing Uncertainty,
and Functional Forms.”
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Throughout we assume that the Proposer’s ideal out-
come is s < 0 and the Voter’s ideal outcome is 0. For
simplicity, we assume preferences are represented by a
quadratic loss function in the outcome space. That is,
utility for the Proposer and the Voter, respectively, are
given by:

u(p) = —(s—v(p))’,
v(p) = —b(p)”.

The policy—outcome space is depicted in Figure 1
and the ideal outcomes of the legislators are marked. A
status quo policy, po, is in place at the beginning of play,
which produces outcome ¥(py) > 0.

Timing
The timing of the Setter Model is simple. Within a leg-
islative period,

1. the Proposer offers a policy p; € R,

2. if the Voter agrees (votes “yes” ), policy p; is im-
plemented and the outcome is Y (p; ) , otherwise
policy po remains in place and the outcome is

W (po)-

To put it another way, the Proposer designs the menu
{po, p1} and the Voter selects a policy from the menu to
implement. If the Voter is indifferent, we suppose that he
selects the Proposer’s policy p;. (To retain policy po, the
Proposer need only offer p;.)

The Setter Model is attractive in its simplicity. In the
classic model, the policy mapping { is known and both
legislators operate with complete information. Our focus
is on outcomes when this assumption does not hold.

Modeling Policy Uncertainty

To capture policy uncertainty, we represent the policy
mapping as the realized path of a Brownian motion.
This follows the approach in Callander (2008, 2011) in
that we assume that legislators know the drift and the
variance of the Brownian motion, p and o?, respectively,
but do not know the realized path. The legislators also
know the outcome of the status quo policy, Y (py). We
assume the drift is negative, u < 0, and the variance
is, by necessity, positive, o> > 0. Both players hold the
same information such that neither has an informational
advantage. One possible policy mapping is depicted in
Figure 1 for p, = 0.

The Brownian motion representation concisely cap-
tures the richness of policymaking in practice and allows
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FIGURE 1 Brownian Motion Policy Mapping
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Notes: The drift line indicates the expected outcome of policies.

us to calibrate the model to the degree of complexity on
any particular issue. It is also surprisingly tractable.

Expected outcomes under Brownian motion are
shaped by the drift and variance parameters—the
theoretical knowledge (Callander 2011) held by the
legislators—combined with practical knowledge of the
status quo point—their factual knowledge. The expected
outcome of all policies is given by the drift line of slope
that is anchored at the status quo point. This is depicted
as the dashed line in Figure 1. For a policy p € R, the
expected outcome is:

E(W(p)) = W(po) + np. (1)

The drift parameter . measures the expected rate of
change. Thus, knowledge of the drift informs the legisla-
tors about which direction to move in order to shift the
outcome in a particular direction and rate in expectation.

This is true only in expectation, however. For all poli-
cies other than the status quo, the outcome is unknown
until a policy is tried and its outcome is observed. Beliefs
over possible outcomes are normally distributed, with
mean given by the drift line, and variance increasing in
the distance that a policy is from the status quo. This
captures the idea that uncertainty is increasing in the dis-

tance from what is known.* Formally, the variance for a
policy p € Riis:

var(w(p)) = | plo” @

The variance measures the noisiness of the policy
mapping. The higher the variance, the less predictable are
policy outcomes. The ratio of variance to drift measures
the uncertainty that must be tolerated for each unit shift
in the expected policy outcome. We define half of this
value as the complexity of the policy issue, denoted by a,
such that o = %

The combination of quadratic utility and normally
distributed outcomes delivers a concise mean—variance
representation for utility. For any policy experiment, ex-
pected utility can be written as utility at the mean of the
distribution minus the variance:

2
Eu(p) = —[s = E(W(p))]" = var(¥(p)).

An appeal of the Brownian motion representation is

that it captures several important features of politics that

“Note that uncertainty is relative to a known outcome rather than
the status quo. For simplicity, we assume these are the same. This
distinction matters for the relationship between this model of pol-
icy uncertainty and a model of direct costly policy change. We dis-
cuss this connection explicitly in the section “Costly Policymaking,
Increasing Uncertainty, and Functional Forms.”
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are otherwise obscured. One important feature is that of
unintended consequences. Ever since Merton’s (1936) fa-
mous promulgation of this into a law, the idea that poli-
cies intended to produce one outcome may produce a dif-
ferent outcome, and indeed may shift the outcome in the
opposite of the intended direction, has been widespread.
The Brownian motion captures this possibility. As is ev-
ident in Figure 1, the policy mapping is not monotonic,
often shifting directions as policy changes. It is not en-
tirely unpredictable, however, as the outcome is more
likely to shift in the intended direction—the direction of
the drift—than not.

Alternative Approaches to Policy
Uncertainty

Modeling policy uncertainty is, of course, not new. The
most well-known approach to modeling uncertainty is
that of Gilligan and Krehbiel (1987) from their study
of legislative expertise where they introduce the now-
familiar formulation

x=p+0~)>

where o is distributed uniformly over [0, 1]. Impor-
tantly, fundamentally we employ the same structure. The
difference is in the simple versus complex issues that each
approach captures. In Gilligan and Krehbiel (1987), the
policy mapping is linear and with a known slope of one.
The legislators lack knowledge only of the intercept term.
Critically, if the legislators knew the status quo point,
they would know the entire mapping. Thus, to have a
known status quo point and legislative uncertainty about
the policy mapping, a richer structure is required.’

The Romer—Ronsethal model implicitly employs this
same structure. The model assumes a known status quo
point and that both legislators possess full knowledge of
the policy mapping. Importantly, full knowledge of the
mapping implies full control over policy outcomes. The
legislators can accurately and precisely obtain any desired
outcome by simply identifying the policy to which that
outcome corresponds and implementing it. Our model
with policy uncertainty relaxes this precision, which is
the source of differences in the equilibria between our
model and those in Romer and Rosenthal (1978).

>This is not a problem for Gilligan and Krehbiel (1987) as they
do not assume a known status quo. However, uncertainty in
their model lasts only a single period because the true mapping
is revealed with the outcome of the first-period policy choice.
With the Brownian motion structure, the true mapping is never
fully revealed, even after an arbitrary number of policy choices.
See Callander (2011) and the two-period extension in the sec-
tion “Agenda Power over Time.”

STEVEN CALLANDER AND NOLAN MCCARTY

Agenda Power in a Single Period
The Certainty Benchmark

Lemma 1 states the Romer—Rosenthal result. For this
statement, we assume that the policy mapping has slope
—1 and is given by: ¥(p) = U(po) — p. With perfect
knowledge of the policy mapping, the Proposer exploits
her agenda control to move the outcome as close to her
ideal as possible without losing the support of the Voter.

Lemma 1. (Romer and Rosenthal 1978) Suppose the policy
mapping is known by both players and given by \(p) =
VU (po) — p. In equilibrium, the Proposer offers p}, where:

(i) for  W(po) > 0, pi = min{2¥(po), Y (po) —
s}, such that EY(p}) = max{—{(0), s}, and
the Voter accepts;

(ii) for Y (po) € [s, 0], policy does not change;®

(iii) for V(po) < s, p{ =V(po) —s, such that
EV(p}) = s, and the Voter accepts.

This simple lemma generates two fundamental in-
sights that have evolved into conventional wisdom about
bargaining over policy outcomes. The first regards policy
stability. Lemma 1 provides the foundation for the grid-
lock interval that has become central to our understand-
ing of legislative politics, particularly that of the United
States (Krehbiel 1998). The gridlock interval describes
the location of policy outcomes that are entrenched. In
our model, these are the policies in the interval [s, 0] be-
tween the legislators’ ideal outcomes. In the U.S. con-
text, the gridlock interval is taken as the boundary be-
tween the most extreme of the House median, the Pres-
ident, and the Senate filibuster and veto override piv-
ots. Woon and Cook (2015) use this measure to make
quantitative predictions about policy change in the 111th
Congress with the election of Barack Obama to the
presidency.

The second insight is about policy change. The logic
of case (i) is Romer—Rosenthal’s famous “flipping” strat-
egy. The Proposer offers the policy that flips the outcome
across the Voter’s ideal point leaving her indifferent, up
to the point at which the Proposer obtains her own ideal
outcome. The Proposer uses her power to make a take-
it-or-leave-it offer to extract all of the surplus created by
reforming policy. The Voter benefits from the new policy
as well only when the Proposer is able to obtain her ideal
point and there are no further gains from leverage.”

The equilibrium is not unique in this case although all equilibria
are outcome equivalent.

"The interests of the legislators are aligned in case (iii) and both
benefit from policy change.
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FIGURE 2 Equilibrium Policy under Certainty (Romer—Rosenthal)
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Notes: The Proposer offers pj and the Voter accepts

This logic is depicted in Figure 2. The policy map-
ping is the straight blue line of slope —1.% In the fig-
ure, the Proposer offers policy pj that produces outcome
P (p}) with certainty, leaving the voter indifferent be-
tween it and policy py.

We focus hereafter on the case of y(py) > 0. In this
case, the insights of Romer—Rosenthal yield three lessons.
The first is the simplest: The Proposer has leverage and
policy change occurs whenever {(py) > 0.

Property 1: For every {(py) > 0, policy changes from
the status quo: pj > 0 and the Voter accepts.

The second lesson is that the more extreme the status
quo outcome, the more power the Proposer has and the
higher her equilibrium utility.

Property 2: The Proposer’s utility is weakly increas-
ing in Y(po) for Y(po) > 0. Specifically, #7;0) > 0 for
Y(po) € (0, —s)and u = 0 for all Y (py) > —s.

8The Romer—Rosenthal intuition is typically depicted purely in
outcome space. The policy choice and the underlying policy map-
ping are left implicit as they are trivial. We depict them here so
as to facilitate the extension to uncertain policy environments and
the Brownian motion representation.

For status quo outcomes only a little beyond the
Voter’s preference, the Proposer has only limited lever-
age, and the more extreme the status quo, the more lever-
age she has, which makes her strictly better off. For a
sufficiently extreme status quo, however, the Proposer’s
leverage is sufficient to obtain her ideal outcome. At that
point, she is no better or worse off if the status quo is
more extreme.

The third lesson is that the converse holds for the
Voter. He is worse off under more extreme the status quo
outcomes, and his utility strictly decreases until the Pro-
poser obtains her ideal outcome.

Property 3: The Voter’s utility is weakly decreasing
in V(py) for Y(py) > 0. Specifically, #‘;{)) < 0 for
V(po) € (0, —s) and v = —s? for all yr(py) > —s.

As the status quo outcome moves further from the
Voter’s ideal, the Voter’s utility from the status quo de-
clines. Because the Proposer is able to extract all of the
benefit from the policy change, the Voter’s ex post util-
ity is also worse under the more extreme the status quo.
This holds up until the Proposer obtains her ideal out-
come, at which point the Voter’s utility is constant at —s*
regardless of the status quo.
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The Setter Model under Uncertainty

How is the equilibrium of Lemma 1—and the lessons
drawn from it—affected by the presence of uncertainty?
We now return to the Brownian motion specification and
proceed in steps through the derivation of equilibrium.
We focus hereafter on the case where {(py) > 0 and
show that the three properties identified above change
significantly in the presence of policy uncertainty.

Voter Indifference. A key property of Romer—
Rosenthal that continues to hold with policy uncertainty
is that the Voter is left indifferent by the Proposer unless
the Proposer is able to obtain approval of her most
preferred policy choice. We begin by characterizing the
policy proposal that achieves Voter indifference for each
possible status quo outcome. Recall that we define policy
complexity as o = %

Lemma 2. For status quo policy py and outcome (po),
the Voter is indifferent over policies p' and py where p' =
ﬁ(l!f(po) —a) if U(py) > a. For U(py) < a, the Voter

strictly prefers the status quo policy over all other policies.

Proof. Using the mean—variance representation for
utility,

Ev(p) = —[W(po) +1p]” — Iplo* and v(po) = —(po)’.

Clearly, v(py) > Ev(p) for any p < 0. For p > 0,

Ev(p) = v(po) if and only if
24(po)+0> 2
M2 ||~L|(¢(p0) Ot).

Note that the set of p preferred to the status quo is
emptyif ¢(py) < o. This is because the cost of the uncer-
tainty of changing policy (| p|o?) dominates the benefit of
a better expected outcome (—2Yr(py)pp — pn?p?) for all
p > 0o that the Voter strictly prefers the status quo over
all other policies. For r(py) > a, the Voter is indifferent
between the status quo and p’ = “i—l(xli( Do) — Q). O

p=

Two features of Lemma 2 are worth emphasizing.
First, the Voter strictly prefers the status quo—and de-
priving the Proposer of leverage—not only at the Voter’s
ideal outcome, but for a range of outcomes beyond his
ideal. Specifically, for a policy with outcomes between 0
and a, there is no policy proposal that the Proposer can
induce the Voter to support.

The second important feature of Lemma 2 is the lo-
cation of the policy proposal that leaves the voter indif-
ferent. Recall from Lemma 1 that, under policy certainty,
the indifferent policy for the Voter is that with outcome
exactly symmetric to the status quo outcome around the
Voter’s ideal outcome. Specifically, for status quo out-

STEVEN CALLANDER AND NOLAN MCCARTY

come Y (py) and Voter ideal of 0, the indifferent policy
has outcome —\{(py). The indifferent policy flips across
the Voter’s ideal outcome. This is not the case with pol-
icy uncertainty. The indifferent policy flips expected out-
comes not over 0, but across outcome a > 0. (Recall that
in Lemma 1 it is assumed that . = —1.)

These two features are the consequence of the Voter’s
response to risk. In the range of 0 < y(py) < a, there
are obviously outcomes that the Voter prefers (namely,
his ideal outcome), yet any policy that may be selected to
change the outcome entails risk. The outcome may move
in the intended direction, though it may move too far,
or it may move in the unintended direction a la Merton
(1936). These concerns, combined with his risk aversion,
cause the Voter to consider outcomes within o of his ideal
to be preferred over any risky policy. Those readers fa-
miliar with Callander (2011) will recognize this critical
value as the threshold for a “good enough” outcome in
the search for good policies.

Equilibrium Proposals. The Voter’s policy preferences
under uncertainty are interesting on their own, but our
main interest is the implications for the Proposer’s strat-
egy and the equilibrium policy outcomes. The key insight
is that the Voter’s willingness to tolerate imperfect out-
comes and his aversion to engaging in risk constrains the
Proposer and limits her leverage. Proposition 1 describes
equilibrium behavior.

Proposition 1. Under policy uncertainty, the equilibrium
policy, pt, is given by:

(i) V(po) < a:no policy change occurs and the sta-
tus quo remains in place.’
(i) U(po) € (o, —s+a), pi = pl: the Voter ac-
cepts, and E(py) = = (po) + 20
(iii) W(po) = —s+a,  pf=L(s—(py) +a):
the Voter accepts, and E\p(py) = s+ a.

Proof. Case (i) is drawn immediately from Lemma 2.
If the Voter strictly prefers the status quo, he cannot be
induced to vote for any alternative policy.

In cases (ii) and (iii), the Proposer uses her lever-
age against the Voter, and the policy changes. The op-
timal behavior and distinction between the cases follow
from two facts: (a) When changing policy is optimal, the
Proposer’s utility increases in p until reaching a maxi-
mum when the expected outcome is a distance a short
of her ideal point so that E\(p}) = s+ o (see Callander
2011, for the details). (b) As expected utility is concave in

9There are multiple equilibria in this case although all are out-
come equivalent.
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AGENDA CONTROL UNDER POLICY UNCERTAINTY

policy, Lemma 2 implies that the Voter agrees to any pol-
icy in the interval ( py, p').

Combining these facts, the Proposer offers policy p’
unless her optimal is less than this. The two cases follow
by identifying the p such that E\(p) = s + a. 0

Case (i) reflects the Voter’s willingness to tolerate
imperfect outcomes. There may be outcomes that both
he and the Proposer prefer, but they cannot implement
them with certainty and the risk involved exceeds the
benefit. This feature implies that gridlock is more per-
vasive under uncertainty. The gridlock interval extends
beyond the ideal points of the pivotal legislator, the mea-
sure used throughout the literature. Thus, Property 1
from Romer—Rosenthal changes fundamentally, and we
amend it as follows.

Property 1*: For {/(py) € [0, a], pi = 0 and gridlock
holds. Only for {(py) > o, does p} > 0, the Voter ac-
cepts, and policy changes from the status quo.

For complex issues, the range from 0 to o can be large
such that policy entrenchment is pervasive, and policy
uncertainty increases gridlock substantially.

In cases (ii) and (iii), the Proposer has leverage and
is able to shift expected policy in the preferred direc-
tion. Unlike in Romer—Rosenthal, however, the Proposer
is not able to flip the outcome across the Voter’s ideal
point. Rather, in case (ii), she is able to flip the expected
outcome only across the threshold, a. Thus, risk not
only limits when the Proposer has leverage, it limits the
strength of her leverage when does.

The status quo is sufficiently extreme in case (iii) that
the Proposer is not constrained by the Voter’s preference
and is able to obtain her ideal policy choice. Neverthe-
less, she does not set the expected outcome of the policy
to her ideal outcome. This decision parallels the Voter’s
policy preferences in Lemma 2. The Proposer shifts pol-
icy to the point at which the expected outcome is o above
her ideal, accepting the imperfect expected outcome as a
suitable trade-off against the additional risk that would
be required to shift the expected outcome closer to her
ideal. This is the “good enough” outcome for the Pro-
poser.’

Figure 3 depicts the equilibrium expected policy out-
come as a function of (py), the status quo outcome.
The red line is the Romer—Rosenthal solution under cer-
tainty, as stated in Lemma 1. The black line is the equi-
librium with policy uncertainty from Proposition 1. It
is evident that the Proposer’s leverage under uncertainty
holds only for more extreme status quo outcomes and is

'0That the same o holds for both legislators is due to the properties
of quadratic utility and is not general.
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weaker where it does exist. Moreover, the figure shows the
extended gridlock region (the first segment of the black
line) where the Proposer and the Voter both prefer a set of
policy outcomes to the status quo, yet are deterred from
changing policy by uncertainty.

Proposer Utility. Proposition 1 reports equilibrium
policies and expected outcomes but does not report
the equilibrium utilities. In the Romer—Rosenthal en-
vironment with certainty, there is a tight link between
voter indifference, the Proposer’s leverage, and utilities.
These connections change substantially when there is
policy uncertainty.

To explore the link between leverage and utility in
the presence of policy uncertainty, we begin with the Pro-
poser’s utility as the status quo outcome becomes more
extreme. With policy certainty, a more extreme status
quo outcome often makes the Proposer strictly better off
and never worse off. Under policy uncertainty, the rela-
tionship depends on the extremity of the Proposer’s ideal
outcome. The following corollary breaks down the three
possible cases.

Corollary 1. In the equilibrium of Proposition 1, for

(i) s € (—a, 0): the Proposer’s expected utility is
strictly decreasing in U (po);

(ii) s € (—4a, —a): the Proposer’s expected utility
is nonmonotonic in U (py) and maximized at
Y(po) = 0;

(iii) s < —4a: the Proposer’s expected utility is
nonmonotonic in (py) and maximized at

V(po) = —s.

Proof. We begin with several observations from
Proposition 1. Case (iii) implies that for {(py) > —s+
a, the Proposer’s utility is strictly decreasing in {r(py).
This relationship occurs because the expected outcome
is constant at s 4+ a whereas the variance is increasing in
P (po), which lowers the Proposer’s utility. Case (i) im-
plies that for {(py) < a, the Proposer’s utility is strictly
decreasing in {(py) as no policy change is possible and
P (po) is greater than the Proposer’s ideal outcome s.

Case (ii) of Proposition 1 in which the Proposer has
positive but imperfect leverage remains. The Proposer’s
utility at the optimum pj is:

Eu(pT) = —[s — 20+ xh(po)]z — 40([1h(p0) — oc].
Differentiating,

dEu(pT)

dllf(Po) = —2[5 —2a+ 111(p0)] —4a

= —=2(s+¥(p)).
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FIGURE 3 Equilibrium Expected Outcomes

Ev (py)
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(0 (po)

with uncertainty
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Notes: The expected outcome of equilibrium proposals for the three cases of Proposition 1.

dzEu(pT)
d‘lf(Po)z

As this case requires U(py) > a, if s € (—a, 0), the first
derivative is always negative, concluding the proof for
case (i) of the corollary.

For s < —a, the Proposer’s utility is strictly increas-
ing for {(py) in the neighborhood of a, establishing the
nonmonotonicity claims of cases (ii) and (iii). The Pro-
poser’s expected utility is maximized when:

dEu(p})

Wi =0= Y(p) =—s

This delivers the Proposer a utility of:

=-2<0.

Eu(p}) = —[s— 2o+ 5)]” — 4a[s —
= 4s0..

Comparing this utility to that for {/(py) = 0, which
is simply —s?, establishes that utility is maximized at

P(po) =0 when se (—4a, —a) and at Y(py) = —s
when s < —4a. O

We know that the Proposer gains leverage over the
Voter in all three cases whenever the status quo allows for
policy change (i.e., {r(po) > a). Nevertheless, in cases (i)
and (ii), the Proposer is strictly better off if the status quo
is less extreme and her leverage is more circumscribed.
Indeed, she is better off when the status quo outcome is at
the Voter’s ideal point—that is, inside and at the far end
of the classic gridlock interval—and she has no leverage
at all over the Voter. When the Proposer’s preferences are
moderate and not too dissimilar to the Voter’s, leverage
from an extreme status quo is a cursed sword. The Pro-
poser uses and benefits from leverage when she has it, but
the cost of that leverage is greater uncertainty. For mod-
erate preferences, the risk outweighs the benefit and the
Proposer is worse off.

Figure 4 depicts the Proposer’s equilibrium expected
utility. The top and middle panels depict cases (i) and
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FIGURE 4 Equilibrium Expected Utility for the
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Notes: The three cases of Corollary 1.
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(ii), respectively. The red line is Proposer utility in the
Romer—Rosenthal model with policy certainty. The Pro-
poser’s utility is negative with a status quo outcome of
0 and, under certainty, she gains utility monotonically
as she gains leverage. Her utility increases in the status
quo outcome until she can obtain her ideal outcome. The
black curves depict Proposer utility under uncertainty. In
the top panel of case (i), the Proposer’s utility decreases
monotonically without a lower bound. The kink point
in utility is where the Proposer gains leverage over the
Voter. In both cases (i) and (ii) the Proposer benefits
from that leverage relative to her status quo payoff, but
not so much to overcome the negative effects of the worse
status quo.

Case (iii) is depicted in the bottom panel of Figure 4.
In this case, the Proposer sufficiently benefits from lever-
age to overcome the negative effects of a worse status
quo and can be better off with leverage than without.
Intriguingly, the Proposer’s utility is maximized when
the status quo outcome is the exact mirror image of her
ideal outcome (at —s), which is where she first obtains
her maximum utility under policy certainty. This peak
does not correspond to where her leverage is maximized,
however. Thus, even when leverage is valuable, it is best
in a limited quantity.

Thus, even in case (iii) when the Proposer benefits
from leverage, that benefit holds only for a narrow region
of status quo outcomes. For very extreme status quos, the
Proposer is strictly worse off than if the status quo pro-
vided no leverage and her loss is unbounded. This prop-
erty, which holds in cases (i) and (ii) as well, contradicts
that which arises under certainty. We amend Property 2
accordingly.

Property 2*: With policy uncertainty, the Proposer’s util-
ity is strictly decreasing in {(po) for all s, except for
s < —a in the interval U(py) € [a, —s].

Decomposing Agenda Power under Uncertainty
Conceptually, there are two distinct channels through
which policy uncertainty affects the Proposer’s equilib-
rium utility. First, policy uncertainty may change the
value of agenda control. Second, policy uncertainty im-
poses a cost for moving the status quo.

We isolate the first channel by calculating the value
of proposal power while keeping policy uncertainty con-
stant. Specifically, we compare the Proposer’s equilib-
rium utility with the utility she obtains if the Voter set
policy unilaterally under policy uncertainty. The cases in
Corollary 2 follow those in Proposition 1, and we relegate
the proof to the Appendix.
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FIGURE 5 The Value of Proposal Power
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Notes: The three cases of Corollary 2.

Corollary 2. The value of proposal power is given by App,
the difference in equilibrium utility and the counterfactual
where the Voter sets policy. For

(i) U(po) <, 0
(i) W(po) € (@, —s+a), App=12[s|(Y(py) —a) (3)
(i) W(p) = —s+a, ?

The black line in Figure 5 depicts the value of App.
The red line shows the corresponding value under policy
certainty. Proposer power is less valuable under policy
uncertainty when the Proposer has moderate prefer-
ences, but is equally valuable when the Proposer has
extreme preferences.

The logic is clear for case (i). Here, gridlock holds
only under policy uncertainty. Thus, with policy uncer-
tainty, the Voter is unwilling to change policy whether he
controls it or the Proposer does, and Proposal power is
useless. In contrast, under policy certainty, the Proposer
is able to flip policy even for such moderate status quos,

and she benefits by shifting policy from the Voter’s ideal
closer to her own ideal point.

Although the value of proposal power in case (iii) is
the same whether policy is certain or not, the details dif-
fer across the two environments. With policy certainty,
the Proposer flips policy all the way to her ideal point and
receives her ideal outcome (and utility of 0) versus the
Voter’s ideal outcome (and utility of —s?). Under policy
uncertainty, the flip is of the same size, although it is in-
stead from o to s + a. This policy change is more valuable
to the Proposer given she has quadratic utility. However,
in addition to the policy change, the Proposer now faces
additional risk. Due to the properties of quadratic utility,
the added risk exactly cancels out the added benefit of the
change in expected outcome.

Perhaps the most interesting is case (ii) where the
Proposer accommodates the Voter and has positive but
limited leverage. As the Proposer is more constrained by
the Voter under policy uncertainty and there is additional
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AGENDA CONTROL UNDER POLICY UNCERTAINTY

cost from changing policy, the value of proposal power
is lower under policy uncertainty. However, because the
expected outcome is further from the Proposer’s ideal,
the marginal benefit of flipping a more extreme status
quo is higher, and eventually the value of proposal power
catches that under policy uncertainty as {/(0) transitions
to case (iii).

The upshot of Corollary 2 is that although the value
of proposal power remains weakly positive and increas-
ing in U(py), policy uncertainty reduces the proposer’s
advantage for nonextreme status quo outcomes, and for
extreme status quos it only matches that under policy cer-
tainty. This implies that for extreme status quos, the large
gap in Proposer utility in Figure 4 between the two lines
is due solely to the cost of uncertainty. For more mod-
erate status quos, the divergence between the two lines
is a combination of uncertainty and weakened proposal
power.!'!

Voter Utility. Policy uncertainty also affects the Voter’s
utility. The Proposer continues to leverage the Voter as
much as she can and drives her to indifference. But just
as the Proposer is negatively affected by the uncertainty
this generates, so too is the Voter.

Corollary 3. The Voter’s expected utility is strictly decreas-
ing in Y (po).

Proof. Consider the three cases of Proposition 1 and
note that the Voter’s utility from the status quo outcome
is strictly decreasing in ¥(py). Case (i) is obvious be-
cause V(py) > 0 by assumption. Case (ii) is immediate
from the equilibrium condition that the Voter is indiffer-
ent over the status quo and the proposal. For case (iii),
note that the expected outcome is independent of Vr(py)
where the size of p, and thus the variance, is strictly in-
creasing in Y(po). g

The Voter is strictly worse off as status quo outcomes
become more extreme. Thus, the limits on leverage that
uncertainty creates do not benefit the Voter. Rather,

' A natural question is about the role of risk aversion in legislators’
preferences. The quadratic-loss form is intuitive and analytically
convenient, yet it does yield special properties. Nevertheless, the
underlying logic of flipping policy about the Voter’s ideal outcome
does not rely on risk aversion. If the Voter were less risk averse
than the Proposer, then the Proposer, by still driving the Voter to
indifference, would gain even more leverage. Nevertheless, as long
as the Proposer herself is risk averse over outcomes, the shape of
Proposer utility in Figure 4 would remain because eventually the
Proposer will be unconstrained by the Voter, and the increased risk
that follows from a more extreme status quo would lower her util-
ity. (Note that risk aversion is the natural consequence of an envi-
ronment in which a legislator has an internal ideal point and out-
comes have full support, as they do here. Even if the Proposer had
linear utility curves, uncertainty that covers her ideal point would
generate risk aversion over outcomes.)
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the limits of leverage purely reflect the social cost of
uncertainty.

The impact on Voter utility relative to the Romer—
Rosenthal environment with policy certainty is less pro-
found than for the Proposer, but nonetheless important.
The impact on the Voter is no longer bounded below for
extreme status quos. The Voter’s utility not only declines
in the status quo for moderate values, it declines for all
values. We amend Property 3 as follows.

Property 3*: With policy uncertainty, the Voter’s utility
strictly decreases in U ( py ). Specifically, #;0) < 0 for all
Y (po) > 0.

Combining Corollaries 1 and 3, we see that in most
cases both legislators are hurt by more extreme status quo
outcomes. Beyond a critical point, specifically ¥(py) =
—s, a more extreme status quo unambiguously hurts all
legislators even though it delivers more leverage to the
Proposer. This suggests that the efficacy of a political sys-
tem to correct policy outliers is not as simple and as pain-
less as one would conclude from the Romer—Rosenthal
setting under certainty.

Costly Policymaking, Increasing Uncertainty, and
Functional Forms. We have highlighted that in our
model, uncertainty makes policy change costly. Indeed,
in the one-period model, the cost of uncertainty is
equivalent to a model with a direct cost of changing
policy where the fixed cost of change is zero and a strictly
positive marginal cost.

Such a combination of costs yields predictions
consistent with Clinton’s (2012) two findings about
legislative behavior. Notably, other combinations do not.
For instance, a positive fixed cost of policy change will
generate a wider gridlock interval (Clinton’s first finding)
but not the smaller increments when policy does change
(Clinton’s second finding). With the fixed cost paid, the
Proposer follows the predictions of Romer—Rosenthal
under policy certainty. Similarly, assuming no fixed
cost but a marginal cost that is initially zero generates
Clinton’s second finding but not his first. Our model
provides a microfoundation for why costly policy change
generates the behavior that Clinton documents.

The equivalence of our model and one with a di-
rect cost of policy change holds only in this simple, one-
period setting. Moreover, even in the one-period model,
equivalence relies on the status quo being the known
point in the mapping. In our model of policy uncer-
tainty, variance increases from the known point, whereas
in a costly policy change model, the cost (presumably)
increases from the status quo. This can matter even in
a one-period model if a second point is known. For in-
stance, considering a tax increase from a status quo of
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20% to 25% may be informed by the outcome of a 40%
tax rate in a neighboring country. In such a setting, the
cost of uncertainty follows a nonlinear and potentially
nonmonotonic path. This richness emerges naturally in a
multiperiod setting, as we explore in the section “Agenda
Power over Time.” Thus, policymaking in the face of pol-
icy uncertainty is fundamentally different from a setting
with a direct cost of policy change.'?

Agenda Power over Time

Although policymaking may be parsimoniously modeled
as a one-shot game, in practice it is an ongoing process.
Policies are implemented, adjusted, and reversed. Per-
haps after many iterations, policy stabilizes. In this sec-
tion, we extend the Setter Model to two periods to cap-
ture these dynamics.

This is an unusual extension of the Setter Model, not
because of technical difficultly, but rather because in the
classic setting it is relatively boring.!> With policy cer-
tainty, repeating the Setter Model over two, or any num-
ber of periods with the same players is boring as nothing
of interest happens after the first period. Specifically, the
first period plays out exactly as described in Lemma 1,
and then policy stabilizes.'* Thus, the back-and-forth of
policy that are observed in practice do not emerge as
equilibria.'

Formally, it is straightforward to extend the model to
dynamic policymaking. We adopt the game and timing
as described in the section “Agenda Power under Policy
Uncertainty” and repeat it a second time, assuming that
the policy implemented in period 1 becomes the status
quo in period 2. Both legislators are forward looking and,
thus, care about the outcome produced in both periods;
they discount the future at rate 3 € [0, 1].

12Not all models of policy uncertainty generate the same uncer-
tainty, of course. An appealing property of the Brownian motion is
that learning is local. For instance, trying minimum wages of $7.00
and $7.10 will reveal a lot about other wages around that level but
little about the likely outcome of a minimum wage of $15.

3One exception is Buisseret and Bernhardt (2017) who show how
dynamics emerge when there is uncertainty about the preferences
of the future Proposer and Voter.

4See Primo (2002) for details. A similar one-change dynamic is
evident in dynamic models of veto bargaining based on incomplete
information about preferences (Cameron 2000; McCarty 1997).

'5In the models of veto bargaining with incomplete information
about preferences, there may be multiple rounds of bargaining
prior to striking an agreement, but the sequence of offers is mono-
tonic. That feature does not hold in our model.

STEVEN CALLANDER AND NOLAN MCCARTY

Dynamic Policy Experimentation

With a multiple period horizon under policy uncertainty,
the Setter Model is now a problem of optimal policy ex-
perimentation. The classic insight of experimentation is
that agents are more willing to experiment the longer
their time horizon. Thus, an agent facing a two-period
horizon experiments more than an agent with only a sin-
gle period of choice. The intuition for this result is sim-
ple. After experimenting in the first period, the agent can
discard failures and retain successes. Thus, the benefit of
finding a success in the first period is enhanced as it can
be enjoyed for twice as long, whereas failures remain only
as costly as they are in the single-period game.

Our model of policy experimentation differs in two
ways from those in statistics and economics. First, both
legislators must agree to any experiment with one pos-
sessing agenda control.'® Second, the legislators choose
the novelty of an experiment and not merely the inten-
sity of experimentation or even whether to experiment
or not. In this setting, the classic insight of experimenta-
tion translates into a legislator preferring a larger policy
change in the first period than if she had only a single-
period horizon.

We show that only one of these differences mat-
ters. It remains true that legislators wish to experiment
more boldly with a longer horizon and this translates
into a preference for more risk and for policies that
depart further from the status quo. However, because
of agenda control and the need for both legislators to
agree, the incentive to experiment is tempered by the
longer horizon. In fact, we find that in some situations
policy experimentation is suppressed to the point that
policy choice is indistinguishable from what occurs in
the one-period environment.!”

This feature is shared with a large literature on dynamic leg-
islative bargaining, although these models are of complete infor-
mation without experimentation; classic references include Baron
(1996), Kalandrakis (2004), and Penn (2009). We discuss the liter-
ature on collective experimentation momentarily.

'7This result resonates with the bias against experimentation found
in the literature on collective experimentation. In that literature,
inefficiency arises due to uncertainty over the distribution of gains
and losses from reform that, over time, creates a shifting major-
ity. This means a pivotal voter today may not be pivotal tomor-
row, rendering her wary of experimentation (Gieczewski and Kos-
terina 2020; Strulovici 2010). Voting in our article is by unanimity
and this concern is not relevant. Rather, inefficiency emerges due
to the endogeneity of the status quo. In agreeing to a change to-
day, the Voter may lock herself in to an unattractive policy tomor-
row because she lacks the necessary agenda control to reverse the
change (Messner and Polborn (2012), assume the irreversibility of
a policy reform exogenously). This brings us closer to Anesi and
Bowen (2021), particularly their results on collegial voting rules.
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FIGURE 6 Optimal First Period Policy for Voter and Proposer without

Agenda Control

Policy
b

Proposer’s ideal policy — 2 periods

Proposer’s ideal policy — 1 period

————————————— Voter’s ideal policy — 2 periods

————————————— Voter’s ideal policy — 1 period

Proposer’s
ideal point, s
(negative)

Notes: Parameter values 6> = 0.15, . = —0.15, and a = 0.5.

Equilibrium in Two Periods

To demonstrate this result, we employ a combination of
numerical and analytical results.'® Figure 6 depicts the
classic experimentation intuition. It shows the optimal
first period policy choice for each legislator if that leg-
islator had full control of policy. The two lines repre-
sent what each legislator would choose with a one-period
horizon and with a two-period horizon. The Voter’s ideal
policy does not depend on the Proposer’s ideal point,
whereas the Proposer’s ideal policy increases in the ex-
tremity of her ideal outcome. As can be seen, both legisla-
tors want to experiment more boldly with a longer hori-
zon.

It would be reasonable to conjecture that the equi-
librium with agenda control follows a similar shift. This
is not the case as depicted in Figure 7. The lower solid red
line depicts the one-period agenda control equilibrium
from Proposition 1; recall, in equilibrium, policy shifts
twice as much as the Voter’s ideal shifts, up until the
Proposer obtains her ideal point. The second solid red

Relative to that paper, we allow for a continuous policy space and
a richer experimentation technology (rather than binary policy)
and we show how the suppression of experimentation manifests as
smaller, more incremental policy change.

8The two-period model is intuitive yet analytically difficult.
The second period policy choice falls into one of four types of
responses—we refer to these below as scenarios—and taking ex-
pectations requires cutting the normal distribution (of first period
outcomes) into four pieces. This is easy to state, and easy to calcu-
late numerically, though difficult to manipulate analytically.

line performs the same shift, doubling the Voter’s ideal
policy for a two-period horizon. The actual equilibrium
policy is, however, given by the yellow line. We denote
equilibrium choices for the two-period horizon with a
hat, thus, pi for the first period policy choice with a
two-period horizon.

To understand why agenda control suppresses ex-
perimentation, we return to the classic experimentation
intuition that successes are kept and failures discarded.
Consider a moderate failure from the Voter’s perspec-
tive in which the first period outcome overshoots the
Voter’s ideal outcome, ending up somewhere near the
Proposer’s ideal outcome.' If the Voter has full control,
he will change policy again, reversing course, to move the
outcome back toward his ideal outcome. As the Proposer
holds agenda power, however, this will not happen, and
the failure is not abandoned.

A similar logic applies if the outcome shifts toward
the Voter’s ideal but not by enough. Here, the Voter
wants to change policy, pushing further in the same
direction, in the hope of getting closer to his ideal. The
Proposer agrees, and offers to change policy, but she
offers to change policy by much more than the Voter

YThe legislators now know two points in the mapping. Between
the known point a Brownian bridge forms and beliefs are an in-
terpolation of the two points with variance increasing and then
decreasing across the bridge. Outside of the known points, beliefs
continue to follow Equations (1) and (2), albeit anchored at the
nearest known point. See Callander (2011) for details.
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FIGURE 7 Two-Period Equilibrium with Agenda Control

Policy

Proposer’s ideal policy — 2 periods

Proposer’s ideal policy — 1 period

Max of Proposer’s ideal & double Voter’s ideal — 2 periods

Two period equilibrium — p}

One period equilibrium — py
Voter’s ideal policy — 2 periods

Voter’s ideal policy — 1 period

Proposer’s
ideal point, s
(negative)

Notes: The equilibrium is given by the nonlinear line.

wants. In fact, as we saw in the one-period model, the
Proposer offers the Voter a policy that leaves him indif-
ferent between it and retaining the first period policy.
In this case, therefore, the failure is abandoned, but it is
not replaced by something better, rather it is replaced by
something exactly equivalent.

In each of these scenarios, the Voter does not bene-
fit from policy change in the second period. He receives
a potentially different outcome in the second period, to
be sure, but because it delivers the same utility as he re-
ceives in the first period. It is as if he had a one-period
horizon. Figure 8 depicts these scenarios, marked as (3)
and (2), respectively.

These are not the only possibilities, however. In the
other two scenarios, there is some common interest be-
tween the Voter and the Proposer, and the Voter benefits
from policy change in the second period. If the first pe-
riod outcome overshoots even the Proposer’s ideal point,
scenario (4) in Figure 8, the Proposer reverses the direc-
tion of policy and moves it back toward the center. She
does not move policy as much as the Voter would like,
but the change benefits the Voter.

Scenario (1) represents the classic “law of unin-
tended consequence” in which policy change that sought
to move the outcome in one direction actually causes it
to move in the opposite direction (Merton 1936). With
an outcome distant from both legislators’ ideal points,
there is agreement that, should a new policy be tried, it
would be far to the right. Such a policy requires large un-
certainty, however, and this is costly to the legislators. As
such, while such an experiment is more preferable than
the first period policy, p§, it is less preferable than policy
Po- The initial status quo py is not an attractive outcome,

but it is without risk and, given the unintended conse-
quence of the first period, it is the best choice. In the ter-
minology of Callander (2011), learning gets “stuck” and
the Proposer offers to reverse course and revert back to
Po-

This may end learning but it is a relatively good out-
come for the Voter. The failure of period 1 is abandoned,
and he receives a policy that he strictly prefers to that fail-
ure, thereby benefiting from policy change in the second

FIGURE 8 First Period Policy Outcomes and
Second Period Policy Choice

Outcomes of p;

Outcome
T Scenario (1): Policy gets
“stuck” and reverts to pg

Scenario (2): Policy
Y(po) _ changes in same
direction, p; > p;

0 Policy

P1 Scenario (3): Policy
s "~ stabilizes at p;

Scenario (4): Policy
reverses course,
A
P2 <P1

Notes: Scenarios (1)—(4) in the text.
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AGENDA CONTROL UNDER POLICY UNCERTAINTY

period. Consequently, this scenario gives him more en-
couragement to experiment in the first period.

Combining the four scenarios, the Voter’s willing-
ness to experiment is suppressed from what he would
choose on his own but not entirely. This result is evident
in numerical simulations for a broad range of parame-
ter values. It should be noted, however, that just as in the
one-period model, this willingness to change policy does
not benefit the Voter in equilibrium, as the Proposer uses
her agenda power to offer a first-period policy that is fa-
vorable to her and drives the Voter to indifference.

A special case of this result emerges as the Proposer’s
ideal outcome becomes increasingly extreme. As can be
seen in Figure 7, the two-period equilibrium approaches
the one-period equilibrium as the Proposer’s ideal out-
come becomes very negative. We prove this result
analytically.

Proposition 2. Ass — —oo, i — pi.

This result follows from the four scenarios described
above. As the Proposer’s ideal point becomes more ex-
treme, the gap in preferences between the two legislators
becomes ever larger. Consequently, the two scenarios in
which there is common interest between the legislators,
(1) and (4), become very unlikely. With scenarios (2) and
(3) dominating, the Voter does not benefit from policy
change in the second period, and being unable to either
discard failures or benefit from discarding them, his will-
ingness to experiment is exactly as it is over a one-period
horizon.?

Conclusion

Policymaking is difficult. Given uncertainty about how
the world works, the implications of a policy change can
only be imperfectly predicted. This reality colors all ef-
forts to strategize over policy choice as well as attempts
to leverage other policy makers into favorable choices.
We have demonstrated how such policy uncertainty
affects even basic intuitions as those that emerge from

2"This logic does not depend on the two-period horizon and ex-
tends to any horizon. For less extreme Proposer ideal points, a
longer horizon should facilitate more experimentation as the ben-
efit of correcting bad outcomes increases in the horizon. It remains
true, however, that whenever an outcome is realized within the
classic gridlock interval of [s, 0], experimentation ceases. A con-
jecture is that as the players’ patience increases to one, the gridlock
interval of Property 1* shrinks toward the classic gridlock interval.
Proving this conjecture, even numerically, is beyond our present
capabilities. Even if true, the expansion of the gridlock interval in
Property 1" holds for any level of legislator impatience.
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the simplest model of policy bargaining. The core insight
is that leverage and policy payoffs are no longer tightly
linked when there is uncertainty about the mapping of
policy choices into outcomes. A more extreme status quo
may provide an agenda setter with more leverage, but
also requires her to tolerate more risk in changing pol-
icy. Such uncertainty can leave her worse off than if the
status quo were moderate and she had no leverage at
all. Our framework provides a richer understanding of
agenda control and the tension between conflicting and
common interests in legislative bargaining.

The properties of our model have rich implications
for the practice of politics. We explored briefly the im-
plications of agenda control over a longer horizon. The
striking result that experimentation and learning are sup-
pressed when one player controls the agenda leads to
questions of institutional structure. How have political
institutions evolved, or how can they be designed, so as to
ameliorate this intertemporal inefficiency? More gener-
ally, Romer and Rosenthal’s timeless insight into the im-
portance of agenda control provides the foundation for
much work since across a variety of contexts. How policy
uncertainty impacts the insights of these theories, say, for
example, the legislative bargaining of Banks and Duggan
(2000), is an important open question. Many avenues of
investigation present themselves, and incorporating pol-
icy uncertainty into our theorizing offers the promise of
a deeper understanding of the policymaking process.

Appendix

Proof of Corollary 2 We compute the utilities of the Pro-
poser for the Voter-only game and compare to her ex-
pected utility for each of the three cases in Proposition 1.
The Proposer’s utility is

= |7 po) = s)° ifW(py) <«
—(s—a)* —2a(Y(po) —a) ify(po) > a.

The equilibrium utilities are from the three cases of
Proposition 1.

—(W(po) — s)? Case (1)
u=1—(s+ o(po) — 2a)* — 4a(Y(py) —a) Case (ii)
—a? = 2a(P(py) —a —s) Case (iii).

Let A,, = u — u” be the utility difference. Therefore,

0 Case (1)
App =1 —=2s(V(py) —a) Case (ii)
$ Case (iii).
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Cases (i) and (ii) are obvious. Canceling terms re-
duces case (iii) to —a® 4+ 2sa + (s — a)? = %

Proof of Proposition 2. By generalizing Proposi-
tion 2 in Callander (2011) to allow for any s, the thresh-
old that divides scenarios (1) and (3) is the solution to:
P(p) = zl—u[llf(po)z — 2sU(po) + @?]. This is increasing
without bound as s — —o0, and thus, for a fixed p, the
probability of scenario (3) approaches 0. Similarly, a nec-
essary condition for scenario (4) is that {(p;) < s, and,
for fixed p, the probability of scenario (4) goes to 0 as
s —> —00.

The logic of scenarios (1) and (2) follows from
Proposition 2 in Callander (2011) and the optimal one-
period behavior in Proposition 1 in this article. In both
scenarios, the second period utility for the Voter is ex-
actly equal to that in the first period. Thus, the Voter’s
two-period utility approaches his one-period utility as
s — —00. The proposition follows by continuity.
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